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Abstract— To avoid unexpected failures of engineering systems,
sensors have been widely used to monitor the degradation process
of the systems. A number of studies have been conducted to
analyze the collected sensor signals and predict the failure time.
However, the existing studies are usually restricted and cannot be
adapted to different practical situations. In this paper, we propose
a systematic method for degradation modeling and prognosis that
can be widely applied in different scenarios. In particular, the
proposed method is capable to handle one or multiple sensors,
powerful to capture the nonlinear relations between sensor sig-
nals and the degradation process with few assumptions, generic
to consider multiple failure modes, flexible to deal with unequally
spaced sensor measurements or asynchronous signals, and easily
understandable with little preprocessing required. The main idea
is to predict the failure time of an in-service unit based on a subset
of the nearest historical units, where features are extracted from
each sensor to describe the progression of sensor signals and local
linear regression models are constructed to establish the relation
between failure time and the extracted features. The prediction
variance is then used as the goodness-of-fit measure, based on
which decision-level fusion and feature-level fusion are proposed
to combine multiple sensors. A case study with two datasets on
the degradation modeling of aircraft engines is conducted which
shows satisfactory performance of the proposed method.

Note to Practitioners—This paper aims at modeling the col-
lected sensor signals to understand the degradation process of
the monitored engineering systems and predict the failure time.
The main idea is to measure the similarity of units and predict
the failure time of an in-service unit based on a subset of the
nearest historical units. The developed method is widely applica-
ble in different practical situations such as multiple sensors,
multiple failure modes, asynchronous signals, and missing data.
Furthermore, the method requires little preprocessing. There are
several steps involved for implementing the proposed method:
1) collecting the sensor signals for historical units and the in-
service unit; 2) extracting features from each sensor signal;
3) constructing a local linear model to predict the failure time
based on the extracted features, and obtaining the prediction
variance on the in-service unit; and 4) combining the information
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of different sensors using the decision-level fusion or feature-level
fusion, if each unit is monitored by multiple sensors.

Index Terms— Asynchronous signals, data fusion, failure time
prediction, local linear regression, multiple failure modes.

I. INTRODUCTION

DEGRADATION is inevitable in many engineering sys-
tems (also called units in this paper), such as aircraft

engines, automotive batteries, and machining tools. Without
proper maintenance, degradation may lead to unit failure, caus-
ing a variety of issues such as production downtime, logistic
interruption, and safety issues. To avoid unexpected failures,
sensors have been widely used to monitor the degradation
status of a unit. By analyzing the collected sensor signals, the
failure time of a unit can be predicted to provide guidance
for maintenance [1]. Degradation modeling and prognosis
based on the collected sensor signals are critical for successful
predictive maintenance, and thus have attracted much research
interest. Recent reviews on this topic can be found in [2]–[5].

Unfortunately, there are great challenges that have not been
fully addressed in analyzing the sensor signals for degrada-
tion modeling and prognosis. These challenges are listed as
follows.

(1) How to handle multiple sensors. Due to the rapid
development of sensing technology, multiple sensors have
been widely used to simultaneously monitor the same unit to
acquire comprehensive information [6]. Since different sensor
signals usually show different characteristics, they need to be
effectively combined to produce a more accurate prediction of
the failure time.

(2) How to capture the complex and nonlinear relations
between sensor signals and the degradation process. Sensor
measurements commonly do not directly reflect the degrada-
tion status or imply the failure time. Consequently, models are
desired to establish the relation between sensor signals and the
degradation process. However, the relation is usually unknown
and can be complex and nonlinear.

(3) How to consider multiple failure modes. A unit may
contain multiple components, and the failure may occur in
any of the components, leading to multiple failure modes.
Typically, the failure mode of a unit is unknown, and even the
number of possible failure modes can be unknown in practice.

(4) How to deal with unequally spaced sensor mea-
surements and asynchronous signals. In practice, due to
sensor malfunctions or other reasons, the collected sensor
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measurements may not be equally spaced in time. In addi-
tion, when multiple sensors are used to monitor a single
unit, different sensors may have different sampling rates, and
thus result in asynchronous sensor signals. The asynchronous
sensor signals lead to significant challenges for data fusion.

(5) How to enhance the model interpretability to practi-
tioners. The model for analyzing the sensor signals should
be easily understandable. If the model is too complicated
and behaves like a black box, it will be too difficult for
practitioners to interpret and implement the model confidently.

In the literature, parametric models such as general path
models [7], [8] and stochastic processes [9]–[11] have been
widely used. For example, Lu and Meeker proposed to use
a mixed-effect model to account for the variation among
different units [7]. However, parametric models are usually not
flexible to consider multiple failure modes, especially when
the number of possible failure modes is unknown. In addition,
the assumptions of the parametric models may be restrictive
and only hold in certain situations, and thus different models
are required for different datasets. Also, the sensor signals
often need to be preprocessed and transformed into a specific
form [8] to satisfy the assumptions. However, in practice, there
is often no guidance for the appropriate signal preprocessing
or transformation. Recently, nonparametric models have also
been proposed for degradation modeling. For example, Kon-
tar et al. used multivariate Gaussian process to explore the
interrelation of the signals from different units [12]. Chehade
and Liu proposed to represent the collected signal from a
unit of interest as a linear combination of other units [13],
while Lin et al. tried to formulate a number of canonical
models as a set of basis to represent the sensor signals of
different units [14]. However, these models are complicated
and require intensive computation. In addition, the methods
mentioned above are limited to a single signal, and they
mainly focus on predicting the future sensor readings instead
of directly predicting the failure time. An additional step is
usually required to obtain the predicted failure time, which
may affect the prediction performance.

For units monitored by multiple sensors, health index
approaches [15]–[17] and functional principal component
analysis [18] have been proposed to fuse different sen-
sor signals. Hidden Markov models can also be used to
directly consider multiple sensors [19], [20]. However, these
approaches are limited to synchronous signals. In addition,
the methods are restricted to specific assumptions, and thus
can only be used in certain situations. For example, most
of the health index approaches only focus on fusing sensor
signals by a linear function, but many applications may exhibit
nonlinear functions with unknown functional forms. Recently,
Song et al. proposed a new concept called failure surface to
define unit failure based on multiple sensor signals to handle
asynchronous signals [21], and Fang et al. extended [18] to
highly incomplete signals by imputing the missing values [22],
but the studies are limited to a single failure mode. To consider
multiple failure modes, Chehade et al. proposed to linearly
combine multiple signals into a single index to infer the
unknown failure mode [23]. However, this method requires
sensor signals to be synchronous and the failure modes of

Fig. 1. Degradation signals for four historical units and one in-service unit.

the training data set to be known ahead. Further, machine
learning models such as artificial neural networks and support
vector machines have also been proposed to directly predict the
failure time based on the latest sensor observations [24]–[26].
These models enjoy the advantage of making less assumptions
on the parametric forms of sensor signals or degradation
process, but they cannot be easily interpreted and usually
require the sensor signals to be synchronous or equally spaced
in time.

To fill the literature gap, in this study, our objective is to
simultaneously address all the aforementioned challenges and
propose a systematic, widely applicable method for degrada-
tion modeling and prognosis based on one or multiple sensors.
The proposed method is expected to: (1) be intuitive, easily
understandable, and require little preprocessing of the sensor
signals; (2) be able to capture the complex and nonlinear rela-
tions between sensor signals and the degradation process with
few assumptions; (3) be generic to deal with multiple failure
modes without knowing the possible number of failure modes
or the ground true failure modes of the training data set; and
(4) be flexible to deal with asynchronous and unequally-spaced
sensor signals.

Our key idea is to predict the failure time of an in-service
unit based on a subset of the nearest historical units, which is
illustrated in Fig. 1. This figure shows the degradation signals
for five units, where unit 1 to unit 4 are historical units that
have already failed, and the remaining signal represents an
in-service unit that has not failed yet. Intuitively, the failure
time of the in-service unit is expected to be between that
of unit 1 and unit 2, which are the nearest historical units.
On the other side, knowing the failure time of unit 3 and unit 4
provides little information to help predict the failure time of
the in-service unit, and thus they can be ignored. In particular,
it is even necessary to ignore unit 4, which shows a decreasing
trend in the signal in contrast to the increasing trend as in the
in-service unit, indicating a different failure mode. Therefore,
by building local models to only consider a subset of historical
units, our method can be very flexible and generically consider
multiple failure modes.

Indeed, the idea of using nearest historical units to predict
the failure time of an in-service unit is not totally new. For
example, an intuitive way is to measure the similarity of
the in-service unit and the historical units, and then predict
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Fig. 2. Flowchart of the proposed method.

the failure time of the in-service unit as a weighted average
of the nearest historical units [27], [28]. However, metrics
that measure unit similarity directly based on sensor signals
such as the pointwise difference and Pearson correlation in
the literature [27], [28] usually require the signals to be
synchronous across different units and equally spaced in time.
In addition, simply taking a weighted average of the historical
units to predict the failure time of the in-service unit can
only be used for interpolation but not for extrapolation. This
is because the weights usually do not indicate whether a
historical unit has a larger or smaller failure time than the
in-service unit.

To address these problems, we propose a novel framework
for flexible degradation modeling and prognosis as illustrated
in Fig. 2. In particular, each sensor is first analyzed separately
according to the single sensor module, and then different
sensors are combined based on the decision-level fusion or
feature-level fusion. For a single sensor, our innovative idea
is to extract features from the signals of the in-service unit
and each historical unit, and build local linear models to
approximate the nonlinear relations between the features and
the failure time within a small neighborhood of the in-service
unit, which provides an easy-to-understand interpretation of
the relation, and enjoys the extrapolation capability within
the small neighborhood. In this way, a prediction on the
failure time of the in-service unit is acquired based on a
single sensor. Then, decision-level fusion can be employed to
directly combine the predictions based on multiple sensors to
produce a final prediction. Alternatively, feature-level fusion
concatenates the features extracted from different sensors for
each unit, and then builds a local linear model for failure time
prediction after reducing the dimension of the features. As we
will elaborate in Section III-B, the variance of the predicted
failure time based on each single sensor can indicate whether
the sensor is suitable for prognosis, and this information is then
incorporated in the dimension reduction. It is worth noting that
the proposed idea is possible to be extended to predict future
sensor measurements as well, but in this paper, we do not
explore this direction.

The rest of the paper is organized as follows. In Section II,
we consider modeling and prognosis based on a single sensor,
which is the single sensor module. In Section III, we discuss
two strategies to combine multiple sensors. We conduct a case
study with two datasets to validate our method in Section IV.
Finally, Section V draws the conclusions and discusses future
studies.

II. PROGNOSIS WITH A SINGLE SENSOR

To begin with, in this section, we only consider a single
sensor. Assume there is an in-service unit of interest, denoted
as unit 0, and a set of historical units M = {1, 2, · · · ,m}. Let
Li (t) be the sensor measurement for unit i at time t where
i ∈ {0} ∪ M, and Ti be the failure time of historical unit i
where i ∈ M. Our goal is to accurately predict the failure
time of the in-service unit 0.

A. Feature Extraction

The first step is feature extraction. Without loss of general-
ity, we decompose a signal as

Li (t) = ηi(t)+ εi(t), i ∈ {0} ∪ M, (1)

where ηi (t) is the underlying true signal path, and εi(t) is the
noise and is not related to the failure time. For the in-service
unit, the latest sensor measurements are more closely related
to the failure time. Therefore, given τ to be the time when the
latest measurement of the in-service unit is acquired, we pro-
pose to use

[
ηi (τ ), η

′
i (τ ), η

′′
i (τ )

]T
as the features for unit

i ∈ {0} ∪ M, where η′
i(t) = ∂η(t)/∂ t and η′′

i (t) = ∂2η(t)/∂ t2.
In other words, we use the zero-order, first-order, and second-
order derivatives of ηi (t) at time τ as the features for unit i .
Here, the magnitude ηi (τ ) of the signal is expected to be
closely related to the current degradation status of the unit,
and the first-order derivative η′

i (τ ) represents the degradation
rate and thus affects the future progression. The second-
order derivative η′′

i (τ ) represents the curvature of the signal
which indirectly affects ηi(τ ) by affecting η′

i (τ ). Higher order
derivatives can also be used, but they are seldomly considered
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in practical degradation applications [8], and thus we do not
employ higher order derivatives in this study. In fact, in some
areas such as nonlinear optimization, it is a common practice
to only consider up to the second-order derivative [29]. For
historical unit i ∈ M, we consider the derivatives at time τ
as well to provide a fair comparison with the in-service unit.
If a historical unit i failed before time τ , we regard ηi (t) as a
function of t ∈ (0,∞) and conceptually extend ηi (t) beyond
the failure time to calculate the features. In addition, since the
features are directly based on ηi (t) instead of the sensor signal
Li (t), the method does not require the sensor measurements
to be synchronous or equally spaced across all units. Note that
based on the specific application, other features can also be
extracted to characterize the progression of the signal.

To extract the features, at first, we need to estimate ηi (t).
In this study, we use the monotonic B-spline of degree 2 with
infinite support to approximate ηi(t) [30]. The advantage of
B-spline is the flexibility to approximate complex functions.
It also allows us to restrict ηi (t) to be monotonic, which is
desirable because degradation is known to be a monotonic
process. Furthermore, once η(t) is estimated, the expression
of η′

i (t) and η′′
i (t) can be easily derived as well. The degree

of the B-spline is chosen to be 2, i.e., the basis functions are
quadratic, because a higher degree may lead to overfitting, and
according to the literature [30], [31], a degree of 2 is usually
flexible enough in practice. If higher flexibility is desired,
a degree of 3 can be chosen in a similar way.

In particular, the corresponding basis functions ψ i (t) =[
ψi,0(t), ψi,1(t), · · · , ψi,K+2(t)

]T
of the degree 2 B-spline can

be derived using the induction formula (see Appendix for
details), where K is the number of knots. In this study,
we follow the literature [30] to use equally spaced knots,
and K can be determined by cross validation or statistical
information criteria such as AIC or BIC. In general, with
restrictions on the monotonicity, the resulting splines are not
sensitive to knot choices [32]. Then, we approximate ηi(t) by

ηi (t) = ψ i (t)
T�i , (2)

where �i = [
�i,0, �i,1, · · · , �i,K+2

]T
can be estimated

based on the collected sensor measurements. Specifically,
let Li = [

Li (t1), · · · , Li
(
tni

)]T
be all the sensor measure-

ments of unit i collected from time t1 to tni , and � i =[
ψ i(t1)

T ; · · · ;ψ i

(
tni

)T
]

be the corresponding design matrix.
Since

Li = � i�i + εi , (3)

we can estimate �i by minimizing (Li − � i�i)
T (Li −� i�i).

According to [30], by imposing proper constraints, the
monotonicity of ηi (t) can be ensured. For example, the fol-
lowing constraints ensure ηi (t) to be increasing:

�i,k ≤ 0, k = 0, 1,

�i,k − �i,k−1 ≥ 0, k = 3, · · · , K ,

�i,k ≥ 0, k = K + 1, K + 2. (4)

If we denote �̂i as the estimation, then the features are
extracted as ηi (τ ) = ψ i(τ )

T �̂i , η′
i(τ ) = ψ ′

i (τ )
T �̂i , and

η′′
i (τ ) = ψ ′′

i (τ )
T �̂i , where ψ ′

i (t) and ψ ′′
i (t) are the first-order

and second-order derivatives of the basis functions, which
can be obtained by the induction formula. Please refer to the
Appendix for details. The extracted features are then standard-
ized, and we use xi to denote the standardized features, i.e.,

x (p)i = η
(0)
i (τ )− μ

(p)
η

σ
(p)
η

, (5)

where x (p)i is the pth entry of xi (p = 0, 1, 2),
η
(0)
i (τ ), η

(1)
i (τ ), η

(2)
i (τ ) represents the original features

ηi(τ ), η
′
i (τ ), η

′′
i (τ ), respectively, and μ(p)

η , σ
(p)
η are the average

and standard deviation of
{
η
(p)
i (τ ),∀i ∈ M

}
, p = 0, 1, 2.

B. Local Linear Regression

After feature extraction, we establish the relation between
the failure time Ti and the extracted features xi . Although
the relation T = f (x)+ε can be nonlinear and the functional
form is unknown, we do not need to estimate the entire relation
f (·). Instead, we are only interested in a small neighborhood
N(x0) of the in-service unit x0. Specifically, we have

T = f (x)+ ε = f (x0)+ [
f ′(x0)

]T
(x − x0)+ C(x)+ ε,

where f ′(x0) is the gradient of f (x) at x0, and the remainder
C(x) → 0 as x → x0. Within a small neighborhood x ∈
N(x0), we can use a linear model to approximate the nonlinear
relation

T ≈ f (x0)+ (x − x0)
T f ′(x0)+ ε = [

1, xT
]
β0 + ε,

where β0 = [
f (x0)− xT

0 f ′(x0); f ′(x0)
]
, and ε ∼ N(0, σ0)

is assumed to be the white Gaussian noise. This motivates us
to consider local linear regression (LLR) based on the nearest
historical units. Our idea is illustrated in Fig. 3(a), where each
dot denotes the extracted feature and the failure time of one
historical unit, the black dashed curve represents the unknown
function f (·), the vertical line indicates the extracted feature of
the in-service unit, and the blue dots are the nearest historical
units. The coefficient β0 provides an intuitive interpretation on
the relation between features and the failure time. For example,
a negative entry of β0 indicates that the corresponding feature
of x is negatively related with the failure time T , and thus a
unit with a greater value of this feature is expected to have a
smaller failure time. It is worth noting that the coefficient β0
is unique for the in-service unit, and different in-service units
will have different coefficient β0s.

To estimate β0, at first, we select a kernel function

K(ci) = K
(‖x0 − xi‖2

)
to assign a weight K(ci ) ≥ 0 to each historical unit i , where
ci = ‖x0 − xi‖2 measures the Euclidean distance between
historical unit i and the in-service unit. Historical units that
are close to the in-service unit are assigned with high weights,
while other historical units are assigned with low or even zero
weights. For example, the k-nearest-neighbor kernel function
can be defined as:

K(ci ) =
{

1, ci ≤ c(n)

0, ci > c(n)
(6)
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where c(n) is the nth smallest value of {ci , i ∈ M}. In other
words, the k-nearest-neighbor kernel relies only on the n
nearest historical units to build a linear model, where each of
the n nearest historical units is regarded as equally important,
and all the other historical units are discarded.

After the weights {K(ci ), i ∈ M} are computed, β0 is
estimated by minimizing the weighted sum of square

h(β0) =
∑
i∈M

K(ci )(Ti − [1, xT
i ]β0)

2

= (T − Xβ0)
T K (T − Xβ0) (7)

where X = [
1, xT

i

]
i∈M

is the m-by-4 design matrix,
T = [Ti ]i∈M is the m-by-1 response vector, and K =
diag(K(c1), · · · ,K(cm)) is the diagonal weight matrix. The
estimation is

β̂0 = {XT K X}−1 XT K T . (8)

Accordingly, we can easily obtain the predicted failure time
for the in-service unit as

T̂0 = [
1, xT

0

]
β̂0.

With LLR, our method does not impose restrictive assump-
tions on the specific functional form of f (·). It also allows
us to easily deal with multiple failure modes, because histor-
ical units with different failure modes will be far from the
in-service unit and thus be discarded or assigned with a small
weight in the LLR model. In contrast, many existing studies
that focus on predicting the future sensor readings make
assumptions on the functional form of the signal, and assume
the unit fails when the signal crosses a pre-specified failure
threshold [7]–[14]. However, in practice, these assumptions
may not hold, and the failure threshold may be difficult to
specify in cases such as multiple failure modes.

One issue here is how to measure the goodness-of-fit for
the linear model. For the local linear model to be adequate,
there are two requirements. First, the nearest historical units
should show linear relation. In other words, h

(
β̂0

)
should

be small. For example, as shown in Fig. 3(b), if too many
historical units are involved in the local linear model, and the
actual relation f (·) is highly nonlinear, the estimated model
may be biased. Second, the nearest historical units should be
close to the in-service unit. It is possible that all historical
units in M are indeed far from the in-service unit, which is
illustrated in Fig. 3(c). In this case, the nearest historical units
are not within a small neighborhood of x0, and thus the linear
approximation will not be appropriate. Therefore, to address
this issue, we propose to use the variance of T̂0, denoted as v,
to measure the goodness of fit, which can be estimated as,

v̂ = V ar
(
T0 − T̂0

) = [
1, xT

0

]
�β̂0

[
1
x0

]
+ σ̂ 2

0 , (9)

where the covariance matrix of β̂0 is

�β̂0
= σ̂ 2

0

{
XT K X

}−1
XT K 2 X

{
XT K X

}−1
, (10)

and

σ̂ 2
0 = h

(
β̂0

)
tr(K )− tr

[(
XT K X

)−1
XT K 2 X

] . (11)

See Chapter 2 and Chapter 9 of [33] for the detailed deriva-
tion. The prediction variance v̂ will be large if the nearest his-
torical units do not show linear relation, or if the in-service unit
is far from the historical units, as in the cases of Fig. 3(b) and
Fig. 3(c). In addition, v̂ provides a prediction interval for T̂0,
which is

[
T̂0 −
−1(1 − α/2) · √v̂ , T̂0 +
−1(1 − α/2) · √

v̂
]

with a confidence level of 1 − α, where 
−1(1 − α/2) is
the 1 − α/2 quantile of the standard normal distribution.
A small v̂ indicates a narrower confidence interval and thus
less uncertainty of T̂0.

III. PROGNOSIS WITH MULTIPLE SENSORS

In this section, we consider the case when each unit i ∈
{0} ∪ M is monitored by a set of sensors S = {1, 2, · · · , s}.
Specifically, we apply the method in Section II separately to
each sensor. Denote xi, j as the extracted features for unit i
from sensor j , T̂0, j as the predicted failure time for the in-
service unit based on sensor j , and v̂ j as the corresponding
prediction variance for sensor j . We propose two strategies,
including decision-level fusion and feature-level fusion [34] to
combine the sensors.

A. Decision-Level Fusion

The most straightforward way of combining sensors is to
directly combine the predicted failure time from different
sensors. However, one common challenge is how to determine
the weight of each sensor during the fusion. In this study,
a reasonable choice is to consider the weight of sensor j based
on the prediction variance v j . In particular, we propose to
consider the final predicted failure time for the in-service unit
by

T̂0 =
∑

j∈Sw j T̂0, j∑
j∈Sw j

. (12)

Here,

w j =
⎧⎨
⎩

(
1

v̂ j

)γ
, v̂ j ≤ v̂ (q)

0, v̂ j > v̂
(q)

(13)

is the weight for T̂0, j based on the prediction variance v̂ j , and
v̂ (q) is the qth smallest value of

{
v̂ j , j ∈ S

}
. The prediction

variance v̂ j is adjusted by a parameter γ ≥ 0. The rationale
is that a sensor with smaller prediction variance v j should get
a larger weight w j . In addition, according to (13), only the q
sensors with the smallest goodness-of-fit measure v̂ j have a
nonzero weight, and other sensors are discarded. The selection
of q and γ will be discussed in Section IV-E.

B. Feature-Level Fusion

Another way of combining the sensors is to combine the
extracted features. Denote τ j as the time when the latest
observation of the in-service unit from sensor j is collected.

We extract features
[
ηi, j

(
τ j

)
, η′

i, j

(
τ j

)
, η′′

i, j

(
τ j

)]T
from each

sensor j for each unit i ∈ {0} ∪ M as in Section II.A, which

are denoted as xi, j =
[
x (0)i, j , x (1)i, j , x (2)i, j

]T
after standardization
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Fig. 3. Illustration of the local linear model based on the nearest historical units, where (a) shows the ideal case, (b) shows the case when the local model
is not linear with too many historical units included, and (c) shows the case when the in-service unit is too far away from the historical units.

according to (5). Let xi = [
xi, j

]
j∈S

be the 3s-by-1 concate-
nated features for unit i ∈ {0}∪M. Since the dimension of xi

can be large, directly building an LLR to predict the failure
time Ti may lead to overfitting. Therefore, dimension reduction
is considered by z = φ(x), where a mapping φ(·) is used to
fuse the feature x into feature z with reduced dimension. The
challenge here is that the mapping φ(·) is unknown and may
be nonlinear. To address the challenge, we again build local
models to approximate φ(·) within a small neighborhood of
the in-service unit x0. The idea is indeed similar as in LLR
of Section II-B. Specifically, at point x0, we can expand

φ(x) = φ(x0)+
[
φ ′(x0)

]T
(x − x0)+ C(x),

where φ ′(x) is the gradient matrix of φ(x), and C(x) goes to
0 as x → x0. Therefore, within a small neighborhood of x0,
we can well approximate

z = φ(x) ≈ φ(x0)+
[
φ′(x0)

]T
(x − x0)

= Bx + A, (14)

where the gradient matrix B = [
φ′(x0)

]T
is the key to fuse

the features, and A = φ(x0)− Bx0 adds a constant to all units
and thus can be ignored. With the gradient

[
φ ′(x0)

]T
, we are

essentially approximating the nonlinear mapping φ for fusing
the features locally by its tangent plane at x0.

To derive
[
φ′(x0)

]T
for fusing the features, we apply the

principal component analysis (PCA) to the nearest historical
units, where the overall distance between unit i and the
in-service unit is defined as

δi =
∑

j∈Sv (q)

∥∥xi, j − x0, j

∥∥2

v̂ j

Here Sv (q) = {
j ∈ S : v̂ j ≤ v̂ (q)

}
is the set of q sensors

with the smallest value of prediction variance v̂ j , and v̂ j is
used to adjust the contribution of sensor j in determining
the distance δi . In other words, sensors with smaller v j will
be given higher weights when calculating δi . Then, we can
identify the closest n′ historical units as

Mδ

(
n′) =

{
i ∈ M : δi ≤ δ(n

′)
}
, n′ ≤ m,

where δ(n
′) is the n′th smallest value of {δi , i ∈ M}.

In this study, since the features extracted from each signal
have different meanings, we apply PCA to each dimen-
sion of features separately. In particular, we denote X (p) =[
x (p)i, j

]
i∈Mδ (n′), j∈Sv (q)

∈ Rn′×q, p = 0, 1, 2 as the collection

of the zero-order, first-order, and second-order derivatives for
the historical units in Mδ

(
n′) and sensors in Sv (q). PCA is

then applied to each X (p), and let ρ(p)
j be the loadings of

the first principal component. The fused features for each unit
i ∈ {0} ∪ M is zi =

[
z(0)i , z(1)i , z(2)i

]
∈ R1×3, where

z(p)
i =

∑
j∈Sv (q)

ρ
(p)
j x (p)i, j .

It is worth noting that z(p)
i can be regarded as a projection

of
{

x (p)i, j ,∀ j ∈ Sv (q)
}

onto a one-dimensional space with
maximum variance among the nearest historical units. We use
{zi ,∀i ∈ M} as the predictors and {Ti ,∀i ∈ M} as responses
to build a local linear model, and then the failure time T̂0 can
be predicted as in Section II.B.

IV. CASE STUDY

In this section, we implement and evaluate our method using
two datasets that involve the degradation of aircraft engines.

A. Data Description

The data are provided in [35], which were generated by
C-MAPSS, a widely used model for simulating the degradation
process of large commercial turbofan engines. There are four
datasets. Each dataset consists of a number of historical units
and in-service units. Depending on the dataset, the units are
subject to one or multiple failure modes, and operate under one
or multiple operational conditions. Table I summarizes the four
datasets. In this study, we focus on Dataset 1 and Dataset 3,
and the other two datasets with multiple operational conditions
will be considered in the future study.

Each unit of the datasets is monitored by 21 sensors,
measuring comprehensive information such as temperature
and pressure. The detailed description of these sensors is
given in Table II. Sensor measurements were simultaneously
and continuously collected from the historical units until
failure, while the signals were truncated before failure for in-
service units. The actual remaining useful life (RUL) of each
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TABLE I

SUMMARY OF THE FOUR DATASETS

TABLE II

DETAILED DESCRIPTION OF THE 21 SENSORS

in-service unit is recorded in a separate file. The task is to
predict the failure time of the in-service units and compare
with the ground truth.

B. Dataset 1

Dataset 1 contains 100 historical units and 100 in-service
units under a single failure mode and a single operational
condition. At first, we exclude sensors that only show con-
stant measurements, resulting in 14 sensors remained. Then,
we directly apply our proposed method for each in-service
unit as illustrated in Fig. 2, as no further preprocessing is
required. In particular, the single sensor module is used to
analyze each sensor separately as described in Section II. And
then decision-level fusion and feature-level fusion described
in Section III are used to combine different sensors.

When analyzing each single sensor signal, we use the
degree 2 monotonic B-spline to fit the signal and extract
the features, where the B-splines knots are equally spaced and
the number of knots is determined by BIC for each sensor and
each unit. As a demonstration, we first consider the k-nearest-
neighbor kernel function as in (6) with n = 15 to discuss
the characteristics of the single sensor module. Later, we will
conduct cross validation to select the best kernel function as
described in Section IV.E.

To easily understand and validate the single sensor module
of our method, we visualize the extracted features from the
sensor T24 for three selected in-service units as shown in

Fig. 4. For each in-service unit, the first plot shows the
available sensor measurements, and the next three plots show
the extracted three features after standardization as the x-axis,
and the true failure time as the y-axis. For the three plots, the
red points represent the in-service unit, the blue points rep-
resent the 15 historical units that are identified as the nearest
neighbors, and the grey points represent the other historical
units. It is also worth noting that the true failure time of each
in-service unit is only used in Fig. 4 for illustration, and is
not used in model construction or prognosis. As described in
Section II.A, even for the same historical units, the extracted
features may be different when analyzing different in-service
units, as they depend on the time when the latest observation
for the in-service units is collected.

Fig. 4(a) shows the in-service unit #24. If we consider all
the blue and grey points, it can be observed that overall,
failure time has a nonlinear relation f (·) with the extracted
features. The zero-order derivative feature ηi (τ ) seems to be
more closely related to the failure time with denser blue
and grey points than the other two features. This means
that for in-service unit #24, the zero-order derivative feature
is a stronger indicator of failure time. Fig. 4(b) shows the
in-service unit #3, where the zero-order derivative is weaker
than the other features, especially when the value of the feature
is small. The reason is that the actual RUL of the in-service
unit #24 is only 20, meaning that it is very close to failure.
Therefore, the magnitude of the signal can largely indicate the
degradation status of the unit. In contrast, the actual RUL of
the in-service unit #3 is 69. Since the degradation level of the
unit is still low, the magnitude of the sensor signal is not as
sensitive as the slope, i.e., the rate of degradation, to indicate
the failure time. For in-service unit #24 and unit #3, by only
considering 15 nearest neighbors, we can well approximate the
nonlinear relation f (·) locally with a linear model around the
in-service unit, and our proposed goodness-of-fit measure v is
estimated as 8.67 and 41.9, respectively, indicating relatively
good fit.

In Fig. 4(c), we show the in-service unit #1. The actual RUL
is 112, meaning that the degradation of the in-service unit #1
is still at an early stage, and the sensor signal does not show
a clear degradation trend yet. In addition, there are few sensor
measurements available to fit the signal path ηi (t) and extract
the features. Consequently, the extracted features contain high
uncertainty, and the nearest 15 neighbors are indeed far away
from the in-service unit. In this case, it is not proper to build
an LLR model for failure time prediction. The goodness-of-fit
measure for unit #1 is 5.7 × 1012, indicating a poor fit. This
result illustrates that our proposed goodness-of-fit measure is
effective in identifying inappropriate sensors.

In Table III, we show the estimated prediction variance v̂ j

for unit #24, unit #3, and unit #1, based on each sensor.
Generally, the prediction variances for unit #24 are small,
while those for unit #1 are large. This agrees with our
intuition because the trend of the signals for unit #24 is
much clearer than unit #1. Another observation is that for
different in-service units, our proposed method is flexible to
identify different sets of sensors to use and assign different
weights when combining them for prognosis. For example,
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Fig. 4. Illustration of the extracted features from sensor T24 for three in-service units of Dataset 1. For each in-service unit, the first plot shows the available
sensor measurements, and the next three plots show the true failure time versus three extracted features for the in-service unit (red point) and the historical
units (blue points and grey points), where the blue points denote the 15 nearest neighbors of the in-service unit.

the prediction variance of T24 is satisfactory for unit #24
and unit #3, but extremely large for unit #1. Therefore, for
unit #1, other sensors that are more reliable should be used
for prognosis instead of T24. This is different from existing
studies such as the health index approaches [15]–[17] which
use fixed sensor sets and assign fixed weights to the sensors
for all in-service units.

As mentioned before, Table III is obtained based on the
k-nearest-neighbor kernel function with n = 15 for demon-
stration purpose. In this case study, we use cross validation
to select the best kernel function for each sensor of each
in-service unit. Three kernel functions are considered in this
case study, including the k-nearest-neighbor kernel defined in
(6), the triangular kernel defined as

K(ci) =
{

1 − ci/c
(n), ci ≤ c(n)

0, ci > c(n),

and the parabolic kernel defined as

K(ci) =
{

1 − (
ci/c

(n)
)2
, ci ≤ c(n)

0, ci > c(n).

Then, we combine the multiple sensors using decision-level
fusion and feature-level fusion, where the parameters involved
are selected based on the approach described in Section IV.E.

TABLE III

PREDICTION VARIANCE FOR THREE IN-SERVICE
UNITS BASED ON EACH SENSOR

Moreover, we consider the failure surface method proposed
by [21] as the benchmark method, because to the best of our
knowledge, this method achieves one of the best performances
for analyzing Dataset 1 in the literature. The failure surface
method models each sensor signal parametrically, and trains
a classifier to infer the degradation status of the in-service
unit based on the fitted signal paths of all the sensors.

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on December 05,2021 at 20:50:59 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

SONG et al.: BUILDING LOCAL MODELS FOR FLEXIBLE DEGRADATION MODELING AND PROGNOSTICS 9

However, the failure surface method is limited to a single
failure mode.

For an in-service unit 0, the failure time prediction error is
defined as

Error =
∣∣T̂0 − T0

∣∣
T0

,

where T0 is the true failure time, and T̂0 is the predicted
failure time. The averaged failure time prediction errors for
the in-service units of Dataset 1 using our proposed method
with decision-level fusion and feature-level fusion are shown
in Fig. 5. The x-axis of Fig. 5 means the levels of the actual
RUL. For example, “80” means only the in-service units with
actual RUL less than or equal to 80 are considered to calculate
the average failure time prediction error. From Fig. 5, the
prediction error of all methods decreases when the actual
RUL decreases. This is because with a small actual RUL, the
trends of the sensor signals become clearer and the prediction
horizon becomes smaller. When the actual RUL is large, the
failure surface method performs much better than the proposed
method. This is because the failure surface method is para-
metric, and assumes all units to share some commonalities.
Consequently, when the assumption is satisfied, the failure
surface method is able to extract the commonalities from all
the historical units as the prior information to compensate
for the sparse available measurements of the in-service unit.
However, if the assumption is not satisfied, the failure surface
method will fail to produce a satisfactory prediction, which is
the reason why it cannot deal with multiple failure modes.
In contrast, to acquire flexibility, our proposed method is
nonparametric with few assumptions, and we rely solely on
the sensor measurements of each unit for feature extraction.
When the actual RUL is large, the extracted features of the
in-service unit still contain high uncertainty as the degradation
trend is not clear yet. Consequently, our proposed method does
not perform well in this case. However, as the actual RUL
decreases, the performance of our proposed method quickly
improves. When the actual RUL is less than or equal to 80,
the feature-level fusion method achieves similar performance
as the failure surface method, and the performance of the
decision-level fusion method is even better. This result shows
the superiority of our method for the case when actual RUL
is not large and the features can be reliably extracted.

C. Dataset 3

Dataset 3 contains 100 historical units and 100 in-service
units, and each unit is subjected to two possible failure modes.
The true failure mode of each historical unit is unknown,
which makes the prognostic task more challenging. Although
Dataset 3 is more complicated than Dataset 1, our proposed
method can still be directly used to analyze Dataset 3 with
little preprocessing.

Similar to Fig. 4, Fig. 6 shows the available measurements
and extracted features from the sensor BPR for an in-service
unit #94 with actual RUL to be 10. Clearly, the units can
be divided into two groups, corresponding to two different
failure modes. The in-service unit #94 belongs to the group

Fig. 5. Failure time prediction error for the in-service units of Dataset 1
using the failure surface benchmark method and the proposed method with
the decision-level fusion and feature-level fusion.

where BPR is decreasing with a negative first-order derivative
feature η′

0(τ ) < 0. However, as the figure shows, there are also
units with increasing BPR signal (e.g., units with positive first-
order derivative). In this case, without knowing the number of
possible failure modes and the failure mode of each historical
unit, it is difficult to identify proper failure thresholds for
many existing models [7]–[14], which assume a unit fails when
the signal crosses a failure threshold. In contrast, our method
automatically identifies the failure mode of the in-service unit
#94 based on the nearest neighbors. Since the actual RUL
of the in-service unit #94 is small, the extracted features are
highly reliable and show close relation with the true failure
time. This example further shows that our method can be easily
understood and visually evaluated, which is an important
advantage in practice.

Since the failure surface method in Section IV.B is limited
to one failure mode, it cannot be used to analyze Dataset 3.
Instead, we consider the failure mode index method [23] as
the benchmark, since it is designed specially to deal with the
multiple failure modes challenge in Dataset 3. The idea of the
failure mode index method is to combine the multiple sensor
signals into a one-dimensional index, which can reflect the
failure mode of the unit. Note that the failure mode index
method is more restrictive than our proposed method because
it requires the sensors to be synchronous and the failure modes
of historical units to be known. Since the true failure mode
of each historical unit is unknown, the authors in [23] have
to heuristically compare Dataset 3 with Dataset 1 based on
the sensor trends to pre-determine the failure mode of each
historical unit.

Fig. 7 shows the averaged failure time prediction error using
our method and compares with the failure mode index method.
Our proposed method achieves much better performance,
in addition to more flexibility. For Dataset 3, the performance
of decision-level fusion is much better than the feature-
level fusion, especially when the actual RUL is medium or
large. One possible reason is that with a greater actual RUL,
the extracted features xi involves higher level of noise that
is not related to the failure time. In feature-level fusion,
when applying local PCA to the features X (p), p = 0, 1, 2,
an implicit assumption is that the resulting direction with the
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Fig. 6. Illustration of the extracted features from sensor BPR for in-service unit #94 of Dataset 3. The first plot shows the available sensor measurements.
The next three plots show the true failure time versus three extracted features for the in-service unit (red points) and the historical units (blue points and grey
points), where the blue points denote the 15 nearest neighbors.

Fig. 7. Failure time prediction error for the in-service units of Dataset 3
using the failure mode index benchmark method and the proposed method
with the decision-level fusion and feature-level fusion.

maximum variance best explains the failure time, and other
directions are contaminated by noise. However, with high level
of noise in X (p), the variance of “other directions” can be large
as well such that it interferes with the direction of interest
that explains the failure time. In contrast, the decision-level
fusion does not directly deal with the features, and by using
the prediction variance v̂ j , we can well control the weights
for sensors with high uncertainty. It is worth mentioning
that although feature-level fusion may underperform decision-
level fusion in certain situations, it still reaches better per-
formance than the existing benchmark method. It also has a
great advantage in visualization. Specifically, in feature-level
fusion, each unit can be characterized by a low-dimensional
feature zi , which can be visualized as in Fig. 4 and Fig. 6 to
intuitively understand the data and assess the model adequacy.
In addition, the final failure time is predicted directly by an
LLR model in feature-level fusion, and thus the prediction
variance can be quantified as in Section II.B. In contrast, for
decision-level fusion, it is challenging to quantify the predic-
tion variance without modeling signal correlations, according
to (12).

D. Sensitivity to Sparse Data

In this subsection, we further explore the prognostic per-
formance of the proposed method under cases of missing
sensor measurements and sparse historical units. For demon-
stration purpose, we mainly focus on analyzing sensor T50

of Dataset 1 using degree 2 monotonic B-spline with two
knots for feature extraction and the k-nearest-neighbor ker-
nel function as in (6) with n = 15 for constructing the
LLR.

At first, we consider missing sensor measurements. Specifi-
cally, for the T50 sensor signal of each historical and in-service
unit, we randomly drop a fraction of measurements according
to a signal missing rate rm . The remaining measurements
are then used to predict the failure time of the in-service
units. Under each level of the signal missing rate rm , this
procedure is repeated for 50 times to obtain the average failure
time prediction error. Note that by randomly dropping some
sensor measurements, we are considering the case of unequally
spaced and asynchronous signals across different units. The
result is shown in Fig. 8, where different curves represent the
set of in-service units with different levels of actual RUL.
Generally, the prediction error increases with higher missing
rate, which aligns with our intuition since less information
is available. In addition, even with a missing rate as high as
0.7, the prognostic performance does not deteriorate too much
comparing with the case of no missing data, which indicates
our method to be relatively insensitive to missing sensor
measurements, especially for in-service units with medium or
relatively small actual RUL. One possible reason is that with
monotonic B-spline of degree 2, the fitted sensor signals and
extracted features are insensitive to sparse data. It also verifies
the performance of our method in the case of unequally spaced
measurements and asynchronous signals. Please note that we
only consider the missing signal measurements to be random
in this work. The prognostic performance of our method may
be different under cases of non-random missing data with
special patterns.

Next, we consider the case of sparse historical units. Specif-
ically, we randomly drop a number of historical units, and only
rely on the remaining historical units for failure time prediction
of the in-service units. This procedure is repeated for 50 times.
The average failure time prediction error for the in-service
units is shown in Fig. 9, where the x-axis means the available
number of historical units. It can be observed that even with
only 40 historical units available, the prediction error is still
quite stable, which shows the robustness of our method under
sparse historical units. In this experiment, n is fixed to be 15.
In practice, a smaller n may be used when less historical units
are available. The selection of n will be further discussed in
the next subsection.

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on December 05,2021 at 20:50:59 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

SONG et al.: BUILDING LOCAL MODELS FOR FLEXIBLE DEGRADATION MODELING AND PROGNOSTICS 11

Fig. 8. Failure time prediction error for the in-service units of Dataset 1
using sensor T50 with different signal missing rates.

Fig. 9. Failure time prediction error for the in-service units of Dataset 1
using sensor T50 with different numbers of available historical units.

We also conducted simulation studies to investigate the
sensitivity of feature-level fusion to the sparsity of historical
units. The conclusion is similar as in Fig. 9 and thus is omitted.

E. Parameter Tuning

There are several parameters involved in our method. In par-
ticular, a kernel function K(·) and the bandwidth n need to
be specified for the single sensor module. The decision-level
fusion involves two parameters q and γ . The feature-level
fusion involves q and n′, and after the fused feature zi is
obtained, a kernel function needs to be selected to construct
the LLR.

Cross validation is commonly used for parameter tuning,
which treats each historical unit as testing data and other his-
torical units as training data in turn to evaluate the prediction
error for all historical units. Parameters are usually selected to
minimize the cross-validation prediction error. The limitation
of cross validation is that it does not take the in-service
unit into consideration. In fact, in this study, minimizing
the prediction error at the in-service unit is more important
than minimizing the overall cross-validation prediction error.
Therefore, another possible strategy for parameter tuning is
to minimize the failure time prediction variance v of the
LLR model. However, a limitation of this strategy is that
the estimated failure time prediction error v̂ may be highly
sensitive to the bandwidth n of the kernel function. For

example, if the k-nearest-neighbor kernel function with n = 4
is used to construct the LLR, the fitted linear model will
perfectly interpolate the four historical units, and thus the
estimated prediction variance v̂ will be 0 due to the lack of
degree of freedom according to (9)-(11), which is obviously
an under-estimation. Therefore, in this case study, we combine
the two strategies for parameter tuning.

At first, we adopt the leave-one-out cross validation
to select the kernel function and the bandwidth n for
each in-service unit and each sensor. Specifically, given an
in-service unit, we can extract features xi from each historical
unit i . Leave-one-out cross-validation is conducted based on
{(xi , Ti ), i ∈ M}, where Ti is the actual failure time. Then,
the failure time prediction error e = ∑

i∈M

∣∣T̂i − Ti

∣∣ can be
obtained, where T̂i is the predicted failure time for unit i by
treating xi as the testing data and {(xk, Tk), k ∈ M, k �= i} as
the training data. The kernel function and the bandwidth n that
lead to the smallest failure time prediction error e are selected.
Since decision-level fusion does not provide an estimation
for the variance of the final predicted failure time, we again
rely on the leave-one-out cross validation for determining the
parameters q and γ . For the feature-level fusion, given the
kernel function with bandwidth n for constructing the LLR
based on the fused feature zi , we can select q and n′ that lead
to the minimum variance of the final predicted failure time for
the in-service unit. Then, the leave-one-out cross-validation
prediction error can be computed. The best set of parameters
is selected to minimize the cross-validation prediction error.

V. CONCLUSION

Degradation modeling and prognostics is critical for pre-
dictive maintenance to avoid unexpected failure of engineer-
ing systems, which has attracted much research interest in
recent years. However, most of the existing studies in the
literature are restrictive and cannot fully address the following
challenges in practice, which include (1) how to handle
multiple sensors; (2) how to capture the complex and nonlinear
relations between sensor signals and the degradation process;
(3) how to consider multiple failure modes; (4) how to deal
with unequally spaced sensor measurements and asynchronous
signals; and (5) how to enhance the model interpretability for
practitioners.

To address these challenges, in this paper, we propose a
systematic, widely applicable method for degradation model-
ing and prognosis based on one or multiple sensors. The key
idea is to predict the failure time of an in-service unit based
on a subset of the nearest historical units. Specifically, for a
single sensor, we extract features from the in-service unit and
the historical units based on monotonic B-splines. Since the
features are extracted based on the signal path instead of sensor
measurements, our method can deal with asynchronous and
unequally spaced sensors signals. Then, local linear models are
built to characterize the nonlinear relation between extracted
features and the failure time without any assumption on the
specific functional form. Consequently, our method is flexible
to deal with multiple failure modes. In addition, we propose to
use the prediction variance as the goodness-of-fit measure for
the local linear model. Then for multiple sensors, we combine
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the sensors by decision-level fusion or feature-level fusion,
where the prediction variance is used to weight different
sensors. Our proposed method is interpretable because the
extracted features have clear meanings, and the local linear
model can be easily visualized and explained. A case study
with two datasets is conducted, and the proposed method
achieves good performance with little preprocessing of the
data, especially when the in-service units are close to failure.

In the future, there are several topics that worth further
investigation. First, it is desired to explore the theoretical
analysis on the relationship between the proposed method and
some parametric models such as the general path model [7].
In parametric models, the relation between failure time and the
features of the signal (not necessary the features mentioned
in this paper) is assumed to have specific forms, while in the
proposed method, no such assumption is made but we use local
linear models to approximate the relation. Despite the differ-
ence, there are connections between the proposed method and
some parametric models. Understanding the connections will
provide more insights and stimulate follow-up studies. Second,
due to the noise and lack of data, the performance of the
proposed method may degrade, especially when the in-service
unit is in the beginning of the degradation process. In this case,
parametric models may achieve better performance. Therefore,
a semi-parametric method can be developed to combine the
proposed method with parametric models to alleviate this
issue. Last, we only consider units under one operational
condition in this study. In the future, how to consider multiple
operational conditions is worth further investigation.

APPENDIX

MONOTONIC B-SPLINE WITH INFINITE SUPPORT

Let ξ0 < ξ1 < · · · < ξK−1 be the knots, and d be the degree
of the B-spline. In addition, let

{
ψk,d (t), k = 0, · · · , K + d

}
be the basic functions of degree d . Comparing with the
notation of Section II.A, here for simplicity, we omit the
subscript i which denotes the unit, and add the subscript d
to denote the degree. The B-spline basis functions of degree
0 are defined as

ψ0,0(t) = I(−∞,ξ0)(t),

ψK ,0(t) = I[ξK−1,+∞)(t),

ψk,0(t) = I[ξk−1,ξk )(t), 1 ≤ k ≤ K − 1,

where I(·) denotes the indicator function. The induction for-
mulas for the B-spline of degree 1 ≤ d ≤ K are:

ψ0,d(t) = ξ0 − t

C0
ψ0,d−1(t),

ψk,d (t) = ψk−1,d−1(t)+ ξk − t

C0
ψk,d−1(t), 1 ≤ k < d

ψd,d(t) =
⎧⎨
⎩ψd−1,d−1(t)+ ξd − t

ξd − ξ0
ψd,d−1(t), if K > d

ψd−1,d−1(t)+ ψd,d−1(t), if K = d

ψk,d (t) = t − ξk−d−1

ξk−1 − ξk−d−1
ψk−1,d−1(t)+ ξk − t

ξk − ξk−d
ψk,d−1(t),

d + 1 ≤ k < K

ψK ,d(t) = ψK ,d−1(t)+ t − ξK−d−1

ξK−1 − ξK−d−1
ψK−1,d−1(t),

if K > d

ψk,d (t) = t − ξk−d−1

C1
ψk−1,d−1(t)+ ψk,d−1(t),

K + 1 ≤ k < K + d

ψK+d,d(t) = t − ξK−1

C1
ψK+d−1,d−1(t).

In this study, we use C0 = C1 = ξK−1−ξ0

K−1 . In addition, let

ψ
(p)
k,d (t) be the corresponding pth-order derivative ( p ≥ 1),

i.e., ψ(1)k,d (t) = ψ ′
k,d , ψ

(2)
k,d (t) = ψ ′′

k,d . The derivatives can be
calculated as

ψ
(p)
k,d (t) = − d

C0
ψ
(p−1)
k,d−1 (t), 0 ≤ k < d

ψ
(p)
d,d (t) = − d

ξd − ξ0
ψ
(p−1)
d,d−1(t),

ψ
(p)
k,d (t) = d

ξk−1 − ξk−d−1
ψ
(p−1)
k−1,d−1(t)− d

ξk − ξk−d
ψ
(p−1)
k,d−1 (t),

d + 1 ≤ k < K

ψ
(p)
K ,d(t) = d

ξK−1 − ξK−d−1
ψ
(p−1)
K−1,d−1(t),

ψ
(p)
k,d (t) = d

C1
ψ
(p−1)
k−1,d−1(t), K + 1 ≤ k ≤ K + d

More details can be found in [30], [36].
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